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Abstract

In recent years, edge computing and Information Centric Networking (ICN) have been introduced as emerging technologies for
distributing content closer to the end users. The former promises to increase the performance of several applications by using data
locality and relieve the core network by addressing the increasing bandwidth demands caused by increased data volume. The latter
makes the content directly addressable and routable in the network. Enabling ICN with edge computing in Radio Access Network
(RAN) can improve the efficiency of content distribution and communication performance by reducing the distance between users
and services. In line with this assertion, in this paper, we propose an ICN-capable RAN architecture for 5G edge computing
environments that offers device to device communication and ICN application layer support at base stations. Moreover, ICN and
edge caching is only useful for static content–requests for dynamic content have to traverse the core network increasing the latency
in 5G networks. To address this issue, we provide a content prefetching strategy based on ICN naming. Experimental results show
that our proposed scheme results in high cache hit ratios and lower delays compared to conventional edge systems and prior work
on ICN for 5G.

Keywords: 5G, radio access network, mobile edge caching, information-centric networking, device to device communication,
content popularity, backhaul traffic reduction, future networks.

1. Introduction

The Internet was originally designed to enable communica-
tion and resource sharing between end-to-end hosts. Over time,
the Internet’s scope has changed with technological advances
such as broadband and mobile devices. Every day, massive vol-
umes of content are now searched and uploaded through plat-
forms like Twitter, YouTube, Facebook, Flicker, and Google.
This content is increasing exponentially, and multimedia con-
tent is expected to account for most Internet traffic in the near
future. According to the Global Mobile Data Traffic Forecast
Update 2016-2021, global mobile data traffic grew by 63 per-
cent in 2016 and is expected to reach 49 exabytes by 2021 [1].
According to the Ericsson Mobility report [2], millions of cars
are already connected via fourth generation (4G) cellular ac-
cess, and cellular connectivity with the Internet of Things (IoT)
is expected to grow significantly by 2024 [3], [4]. Therefore,
various technologies have been deployed for content dissemi-
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nation, such as Content Delivery Networks (CDNs) and Peer-
to-Peer (P2P) networks. Edge Computing (EC) has also been
proposed as an emerging paradigm for the deployment of re-
sources at the network edge, which has attracted great interest;
in particular, EC moves computation, bandwidth, and storage
resources closer to the end user in order to reduce backbone net-
work traffic and response latency. Along with EC, the research
community has recently advanced the emerging paradigm of
Information-Centric Networking (ICN). Various ICN architec-
tures have been proposed that share common ideas and princi-
ples [5], [6] related to content naming and pull-based commu-
nication. In general, a name is assigned to the content, and that
content is retrieved without knowledge of the location where it
resides (unlike traditional host-oriented systems). Additionally,
rather than securing the communication channel, ICN empha-
sizes content security, consumer mobility, and multihoming.

ICN can be an enabler of the EC vision, since it gives the
communication power to end-users [7], [8], [9], [10]. Before
EC, all user content requests had to pass through the core net-
work fetching the content from the cloud/provider. This re-
sulted in high latency due to the core network and Wide Area
Network (WAN) delay [11], [12]. To mitigate that, the concept
of CDNs was proposed as a means of bringing content closer to
the user by deploying multiple edge servers around the world.
The edge can be anywhere in the end user’s vicinity (e.g., Base

Preprint submitted to Future Generation Computer Systems April 28, 2020



Station (BS), coffee shop, shopping mall). In addition to that,
ICN inherently supports client mobility, multihoming, and con-
tent security, being suited for fifth generation (5G) networks
due to name-based forwarding and routing, which can be lever-
aged to realize content awareness directly at the network layer.
Existing IP-based caching at the Radio Access Network (RAN)
level is not context-aware, resulting in limited scalability in 5G
networks [13]. ICN offers in-network caching that can reduce
the overall content retrieval delay. To this end, researchers have
recently proposed the use of ICN with EC for 5G networks [14],
[15]. However, ICN is enabled between the BS and the core
network only, in part to reduce consumer handoff delay when
mobile users move from one BS to another. We argue that ICN
should also be enabled at the device level and at BSs [16], [17],
so that devices first request content in their vicinity (i.e., from
nearby devices), and, subsequently requests are sent towards
the BS, if the content is not available within the device vicinity.

Moreover, ICN and edge caching face challenges with dy-
namic content, and caching content at edge servers is not a good
fit for dynamic content, since dynamic content is always deliv-
ered from the origin server via the core network. This works
well for static content (content that does not change over time)
such as files or images [18], [19], but it is not useful for search
results or real-time content retrieval (e.g., sports scores). To
make effective use of emerging technologies like ICN and EC,
it is important to consider the nature of the content.

The main contributions of our paper are as follows:

1. To exploit the caching capability of ICN at the device level
for device-to-device (D2D) communication, we propose
an ICN-edge enabled 5G network architecture.

2. To address the issue of dynamic content, we propose a
named-based content prefetching strategy for fetching in
advance the latest dynamic content from the origin server.

3. We implement the ICN functionality and core data struc-
tures such as Content Store (CS), Pending Interest Table
(PIT), and Forwarding Information Base (FIB) in the .NET
framework.

4. We propose the .NET web Application Programming In-
terface (API) for RESTful web services to enable mobile
devices to communicate with the BSs at the edge.

5. Through extensive simulations (using the ndnSIM simula-
tor [20] and an ICN-edge testbed that we developed), we
present evaluation results and establish a correlation be-
tween the cache hit ratio and the average content retrieval
delay.

The rest of the paper is organized as follows. Section 2 de-
scribes the research background and related work on EC, ICN
and the benefits of ICN with EC for 5G, as well as our problem
scenario. The proposed scheme is provided in Section 3. In
Section 4, we discuss the performance evaluations in the testbed
and simulation environment. In Section 5 we provide open is-
sues, challenges and future research directions of ICN with EC
for 5G network. Finally Section 6 concludes the paper.

2. Background and related work

Our proposed scheme comprises of ICN with EC for 5G net-
work. Therefore, before our proposed architecture is discussed,
it is important to elaborate upon conventional content delivery
with the EC and then the role of ICN in EC for 5G is presented.

2.1. Edge Computing

Cloud computing was proposed to centralize computing,
storage and network management. Such clouds were referred
as cloud data centers, backbone IP networks and cellular core
networks [21]. However, due to technological evolution such
as smartphones, laptops and tablets, the demands for services
and applications were increased. Even though today’s mobile
devices are powerful in resources, these may not be able to ac-
commodate the requirements of some applications such as aug-
mented reality (AR) and virtual reality (VR) [22]. To prolong
the lifetime of battery and to accommodate high processing ap-
plications, the concept of Mobile Cloud Computing (MCC) was
introduced [23]. In MCC, users are allowed to offload their
tasks to cloud data centers via the core network of a mobile
operator and Internet.

Due to emergence of IoT, the large numbers of intercon-
nected IoT devices generate massive amounts of data. More-
over, applications may require real time processing such as
drone flight control applications, AR/VR, and online gaming,
with requirements of latencies below a few tens of millisec-
onds. To overcome these challenges, the idea of EC was pro-
posed where the cloud services are moved closer to end users.
The term “cloudlet” was coined in 2009 as the first realization
of the EC paradigm [24], bringing computation and storage re-
sources in vicinity of end users. In 2012, CISCO, for the first-
time, proposed Fog computing [25] by enabling services, ap-
plications, and content storage in close vicinity to mobile end
users. In the Fog computing paradigm, data processing happens
locally rather than being sent to the Cloud servers. Fog comput-
ing supports offloading, caching, location awareness, and mo-
bility information. It has many advantages for applications that
are delay sensitive.

From the perspective of mobile users, all the EC proposals
have the drawback of Quality of Service (QoS) and Quality of
Experience (QoE). One of the main reasons is that computing
was not enabled for mobile networks. To this end, the Euro-
pean Telecommunications Standards Institute (ETSI) [26] in-
troduced the EC in the mobile network architecture and was
named as “Mobile Edge Computing (MEC)”. The main pur-
pose of MEC is to enable an efficient and seamless integration
of the cloud computing functionalities into the mobile network.
Initially it was only intended for mobile networks and now both
fix and mobile networks are using MEC. Therefore, the MEC
acronym no longer refers to “Mobile Edge Computing (MEC)”
and instead stands for “Multiple-access Edge Computing” [27].
In the literature there are many confusions about the terms such
as Edge, Fog, MEC, Cloudlet and MCC. These are all concepts
under the umbrella of EC. However, the implementation speci-
ation differs at different aspects for each proposal. For better
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understanding on these terms and differences between all the
edge proposal the interested readers are referred to [28], [29].

2.2. Multi-access Edge computing

In this section, we explain the conventional data delivery
method of MEC (Fig. 1). The architecture comprises of mo-
bile users, BSs with edge servers installed (MEC servers), the
core network, and the cloud/provider. The MEC servers are
typically mini clouds that are deployed by providers (e.g., tele-
com operators). These servers are connected to data centers via
the Internet whereas the mobile devices and MEC servers are
connected via wireless links [30]. Whenever a user needs some
data, it sends a request to the MEC server. The first time, if the
data are not found in the MEC server, the request is forwarded
to the cloud through the core network. The provider replies
with the content and sends the data back to the MEC server.
The MEC server stores the content and, in the future, whenever
requests for the same content is received by the server, then the
content is provided by the server instead from the provider.

MEC    

Server

CloudCore Network
MEC    

Server

Figure 1: Example of architecture of the MEC systems

The idea of having MEC servers communicating directly
with mobile users resulted in substantial latency reductions. In
the case of mobility, this can result in handoff delays, since
users that move from one BS to another need to establish a new
session for content retrieval. To address this issue, researchers
introduced ICN in MEC using the ICN features, such as in-
networking caching and name-based routing to facilitate con-
tent delivery and mobility for users.

2.3. Information-Centric Networking

ICN [5], [6] is an emerging paradigm where a name is as-
signed to Data/content, and that Data/content is retrieved with-
out knowing the physical location of the content provider un-
like IP-based networks. In the literature various architectures
have been proposed under the umbrella of ICN paradigm such
as MobilityFirst, Network of Information (NetInf), Data Ori-
ented Network Architecture (DONA), Publish Subscribe In-
ternet Technology (PURSUIT), content mediator architecture
for content-aware networks (COMET) and CONVERGENCE
[31]. Name Data Networking (NDN) [32] is considered as
widely used architecture among all ICN architectures due to its
active development and involvement in the community. NDN

follows pull-based communication model and two type of pack-
ets e.g., Interest and Data are used for communication. The
Consumer(s) sends Interest packets containing the name of the
requested content. The provider or any node when receives the
interest message may reply with the content and all the nodes
on the path may cache the content subject to the caching poli-
cies. The NDN architecture resulted as an extension of the
Content Centric Networking (CCN) [33] and follows the same
communicating model of interest and data exchange process.
However, NDN is slightly modified in architectural prospec-
tive. Generally, in pure ICN communication model, the CS
check is the very first operation when a content is received at
any node. However, in the latest NDN communication model
and implementation, the PIT is checked at first and then the CS
is checked. It is stated in the literature that the CS is much
larger than PIT, therefore, to minimize the lookup delay NDN
first checks the PIT [34]. The detailed forwarding process of
NDN interest and Data packet exchange is shown in Fig. 2 and
are discussed as follows:

When a consumer requires some content, it expresses an In-
terest packet. Any node when receives an Interest packet, it first
performs PIT operations. If an entry for that content is found
in PIT, the Interest is discarded. Otherwise the CS is checked
for data availability; if a match is found, the node sends the
data back to the consumer. Otherwise, a new PIT entry is cre-
ated, and the Interest is sent upstream via interface(s) stored in
the FIB. Once an Interest reaches a data producer, the producer
will send back a Data packet, which is forwarded back to the re-
questing consumer(s) following the created state (PIT entry) at
each router. In this paper, we utilize the NDN communication
model and use the terms ICN and NDN interchangeably.

2.4. ICN with Edge Computing for 5G

Although conventional MEC architectures bring the content
closer to users via EC, it has some challenges and this ap-
proach cannot reduce the latency due to extra overhead on the
core network–if the data is not found at the edge server, the
edge server will forward the requests via core network to the
provider/cloud. In this regards, very few efforts have been made
towards 5G-ICN.

He Li et al. [14] used ICN-enabled forwarding devices be-
tween BS and the core network that cache the content. Thus,
there is no need to access the core network if a cache hit occurs
on the ICN-enabled forwarding devices before the core net-
work. After receiving the request from the end user device, the
edge server sends the content request with the ICN protocol to
ICN-enabled forwarding devices that are deployed between the
BS and the core network, since it is possible that ICN-enabled
forwarding devices in the forwarding route have cached the re-
quired content. If the required content is not cached on ICN
nodes in RAN, the edge server still needs to download the con-
tent from the core network.

Z. Zhang et al. [15] also used ICN-enabled forwarding de-
vices between the BS and the core network (Fig. 3). The au-
thors proposed an ICN caching approach, taking into account
user mobility and content popularity and demonstrating that if
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Figure 2: NDN communication model

popular videos are cached at the ICN-enabled forwarding de-
vices, mobile users can fetch the content from these devices
directly when a handoff occurs. This approach significantly im-
proved the QoE while reducing the handoff delay.

R. Ravindran et al. [35] proposed a 5G-ICN architecture and
compared their results to the 3GPP-based mobile architectures.
5G-ICN is designed to offer Mobility as a Service (MaaS). To
minimize cache redundancy, cooperative ICN caching has been
proposed in [36]. Caching decisions are made on the popularity
of content in a probabilistic way. However, they did not propose
a scheme to reduce the core network delay which is the main
issue in 5G networks. In case of dynamic content, requests
have to go via the core network which brings additional latency
in 5G networks.

C. Liang et al. proposed an information-centric virtualiza-
tion architecture for 5G [37]. Caching and resource allocation
is formulated as a joint optimization problem to minimize the
content access delay. However, this approach did not enable

D2D communication. Specifically, in 5G, ICN-D2D scenarios
can be enabled where mobile users can share their resources
e.g., storage and bandwidth resource for efficient data dissem-
ination. In this regard, Grassi et al. utilized ICN in VANETs
and enabled D2D communication [38]. Unlike vehicles which
are powerful in terms of storage, energy and other resources,
mobile devices are often resource constrained and may be un-
able to perform complex tasks. Therefore, edge caching should
also be considered for balancing the load on mobile devices.

M. Sheng et al.[39] proposed caching both at mobile de-
vices and at the BSs and enabled multihop D2D communica-
tion. However, the cache could also be enabled by employing
ICN-enabled devices between the BS and core network which
could further limit the access to the core network. Moreover,
the nature of the content is important and should be considered
in account for caching the content at various places in 5G ar-
chitecture. In our work, we did not only enable ICN at devices
level for D2D communication, but also at BSs. We also provide
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MEC    
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ICN-enabled routers
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Figure 3: Example of architecture of the ICN enabled MEC system

Table 1: Comparison of existing works

Research efforts 5G ICN-D2D ICN-edge caching ICN-RAN routers Dynamic content

[14] X 7 7 X 7

[15] X 7 7 X 7

[35] X 7 7 7 7

[36] X 7 7 X 7

[37] X 7 7 7 7

[38] 7 X 7 7 7

[39] X X 7 7 7

Proposed Solution X X X X X

content prefetching scheme for addressing the dynamic content
issue in 5G networks. The comparison of existing works with
our work is shown in Table 1.

In the following we shed light on the use of ICN in 5G net-
works and the possible benefits of ICN for 5G networks.

2.5. How ICN can help 5G?

The ICN paradigm promises to provide the required features
currently not addressed by the existing 5G wireless research.
ICN has many features that are well suited for 5G networks
such as consumer mobility support, name-based forwarding,
multihoming, content security, and caching. In the following
we highlight some of major matching features of ICN and 5G
systems [40].

1. Naming and contextual communication: ICN provides
naming of content and functions called Named Function
Networking (NFN) [41] via hierarchal naming schemes.
The content names are independent of the host who gen-
erates them. With the help of content naming, any ICN
node can recognize the content type and services as well

as via semantically meaningful names at the network layer.
Moreover, consumer mobility comes natively with ICN,
which is beneficial for handoffs during the movement of
users from one BS to another.

2. Multihoming support: ICN provides native support for
multihoming. That means ICN nodes may have multiple
interfaces and the most convenient interface can be used
based on the information embedded in packets. Multiple
interfaces can also be used to increase the utilized band-
width. Multihoming support is beneficial in 5G networks
due to presence of heterogenous networks which will re-
quire multiple interface support.

3. In-network caching: Due to in-network caching, the
nodes in ICN can cache the content closer to the user sub-
ject to caching policies. For example, content is cached
at the device itself, the BS, or at the RAN forwarding de-
vices, which will result in the reduction of network traffic
on the core network and will also reduce the content re-
trieval delay.

4. Content security: ICN features content security with sig-
natures at the network layer in the lieu of securing commu-
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Figure 4: Example of content retrieval process in the proposed architecture

nication channels [42]. In existing Long-Term Evolution
(LTE) systems, mobile users are authenticated, while the
authentication phase introduces additional latency. On the
other hand, the ICN built-in content security feature can
be vital in 5G networks to guarantee the security of con-
tent instead of security the channel. However, there are
many challenges yet to be explored in this area [43].

2.6. Problem Scenario and an illustrative use-case: ESPN
As a relevant use case scenario, we chose Entertainment and

Sports Programming Network (ESPN) [44]. In live games,
team scores are dynamically updated from origin servers–all
requests for scores are forwarded to these servers. In the con-
text of our work, we consider the issue of live scoring in three
games: Soccer, Cricket, and Baseball. Note that similar chal-
lenges also apply to smart campus scenarios, where IoT devices
are connected to the cloud to send and retrieve relevant con-
tent, or in the case of an ultra-dense stadium network [45]. In
conventional MEC systems, when a user requests a score, the
request passes each time via the edge server and core network
to the origin server, resulting in high latency and overhead, as
millions of users across the world may request the same live
scores. Moreover, mobile users may request static content that
can be retrieved from the MEC server; in this case, each request
from each mobile user has to go to the BS. Through the device
caching capability, such static content could be retrieved from
a nearby device. Finally, dynamic content could be prefetched
to limit core network access for each requests.

3. Proposed ICN-edge enabled 5G Architecture

For clarity, we first provide an overview of the proposed ar-
chitecture before describing it in detail. Fig. 4 shows an exam-
ple of the proposed architecture’s messaging sequence, com-
prising two main elements: named-based D2D communication
and a named-based prefetching mechanism for dynamic con-
tent. To enable upcoming 5G networks with ICN and EC and
to reduce the need to access the core network, we first enabled
ICN locally at device level, allowing devices to communicate
with each other. Second, we enabled ICN at the application
layer of BS, where we implemented the main ICN data struc-
tures, including PIT, CS, and FIB. We also developed a hier-
archical name-based content prefetching strategy to deal with
dynamic content in 5G networks.

As shown in Fig. 4, a mobile user seeking content sends an
interest packet to a nearby mobile device. After receiving this
packet, a device searches its memory cache for the requested
content. If the content is found, it is sent back to the user. If the
content is not found in the cache memory of any local mobile
device, the request is forwarded to the BS. For the purposes
of an ICN-based edge system, we provided application layer
implementation at the BS. When the BS receives a request, it
searches its CS for the content. If found, the content is sent
back to the mobile user; otherwise, the BS forwards this inter-
est packet to the ICN-enabled router(s) deployed between the
BS and the core network. After the interest packet is received,
the router checks its cache memory for the interest name. If
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the content is found, it is sent back to the BS. All neighbor-
ing ICN-enabled routers are checked for the content; if it is not
found, the request is sent to the provider/cloud via the core net-
work. This reduces the content retrieval delay and improves the
QoE for mobile users by reducing the need to access the core
network.

As discussed earlier, dynamic content changes over time, and
requests for such content must pass through the core network
to the origin server. Therefore, the proposed architecture also
enables a name-based content prefetching strategy at the BS and
at the ICN-enabled routers known as a RAN content routers
(RCRs) connected to the core network. By keeping track of
the number of requests from mobile users, the BS determines
their popularity and maintains a certain popularity threshold.
Once the requests for specific content exceeds this threshold, a
prefetching request is sent to the cloud to download the latest
content in advance (as shown after the BS in Fig. 4). As the
content is simultaneously prefetched from the origin server and
cached at the BS, it can be provided to mobile users without
forwarding requests to the origin server.

Moreover, in 5G networks, there may be multiple BSs, each
with different trends, depending on interests in that local area.
As traffic from all BSs goes to the origin server via ICN-
enabled routers and the core network, we also enabled a content
prefetching strategy before the core network at RCR, which is
directly connected to the core network. The RCR also keeps
track of requests from all BSs and checks content popularity.
However, the threshold value at the RCR is higher than at the
BS because the RCR receives requests from many BSs. Once
requests for specific content exceed the popularity threshold of
the RCR, the prefetching requests are sent to the cloud to down-
load the content in advance (as shown before the core network
in Fig. 4). By doing so, the latest content is prefetched at
the RCR. This mechanism reduces the need for access to the
core network and may eventually result in latency reduction in
5G networks. D2D communication and the hierarchical name-
based content prefetching strategy are described in detail in the
next Section, and details of ICN application layer implemen-
tation are provided in Section 4. After discussing D2D com-
munication, including limitations and assumptions, we go on to
describe the name-based prefetching mechanism for dynamic
content.

3.1. D2D communication
Fig. 5 shows the proposed D2D communication setup in the

proposed architecture. D2D communication is enabled in an
ad hoc manner to allow nearby devices to communicate with
each other. However, D2D communication in cellular networks
poses technical challenges. The first issue is that as devices
communicate with each other via BSs in the licensed cellular
bandwidth, ad hoc D2D communication must take account of
how the devices will be billed for local communications. In the
first four generations of cellular networks, D2D communication
was not considered, as communication could only occur via
BSs. A further challenge relates to the security of data passing
through other devices-that is, if a device serves as a relay for
another device, how can the data be secured, and how can data

Base Station

 D2D communication 
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ESPN/Cricket/LiveScore/PakistanVsAustralia/
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IEEE 802.11

Application 

Figure 5: D2D communication in the proposed architecture

privacy be ensured? Additionally, if no BS is involved, how can
the connection setup, interference management, and resource
allocation be managed. These limitations are discussed below.
To realize the goal of ICN-based D2D communication in 5G
networks, we have made a number of assumptions, which are
outlined next.

Assumptions:
Our first assumption relates to D2D communication via ad

hoc wireless connections in a local environment. As all de-
vices are authenticated, there is no privacy issue when passing
data through other devices. We also assume that the devices in-
volved in D2D communication are not charging for battery and
bandwidth usage while passing data through; the communica-
tion environment is based entirely on friendly devices that make
resources freely available to other devices. When a mobile de-
vice/user requires content, the process is as follows.

Step 1. The mobile user sends content request(s) to the nearest
device(s)

Step 2. On receiving a request, the nearest device(s) follow the
NDN/ICN communication model to return the content.
If the requested content is found, the request is satis-
fied, and the data are sent back to the requester(s)

Step 3. If the content is not found locally, the consumer sends
the request to the MEC server, which is one hop away

Step 4. The consumer commences communication with the
BS

Once the consumer node initiates communication with the
BS and the request arrives, the BS then checks for content
availability using the hierarchical naming scheme. However,
as the edge node/BS is a real device, the ICN mechanism will
not work, and it cannot check the content on the edge node by
means of the ICN naming scheme. As our architecture is ICN-
based, we implemented ICN data structures at the application
layer of the edge node to realize ICN at the BS and to check the
content on real devices by means of the ICN naming scheme.
The reason for using ICN at the application layer is to realize
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Prefetching Naming Scheme

ESPN/Soccer/Live Score/France Vs Korea | GMT 

Unique Provider Name  Game Type         Teams 
                       

       Nature of Game                                       Time zone

Figure 6: Content prefetching: Naming scheme

ICN at the edge so that the mechanism can be followed on the
edge node. The next section describes the name-based prefetch-
ing strategy for dynamic content.

3.2. Content Prefetching
Our content prefetching strategy is based on ICN hierarchi-

cal naming, which can be used for cases beyond the case of dy-
namic content discussed here. For example, the dynamic con-
tent can be trending on Twitter, YouTube etc. After explaining
the naming scheme, we discuss the content prefetching strategy.

3.2.1. Prefetching Naming Scheme
The proposed prefetching naming scheme comprises of a

number of components. As shown in Fig. 6, the first com-
ponent shows the unique provider name–in our use-case, the
ESPN name prefix. The second component is the name of
the content to be requested from the provider (e.g., the type
of game such as Soccer, Cricket, Baseball). The third com-
ponent is the nature of the data (e.g., live scores, live stream-
ing). The fourth component shows the teams (e.g., Pakistan,
Korea). The final component shows the time zone and the
time at which the interest packets were sent. Our naming
scheme is flexible and can change according to user require-
ments. For example, in smart buildings, nodes are usually de-
ployed to monitor, sense, or control various parameters such as
temperature, pressure, humidity, and air quality. The provider
name might be a smart campus using the IoT, with compo-
nents such as Hongik/buildingD/Room425/Temperature/GMT
showing the temperature in room number 425 in building D of
Hongik University. The system could also be used for perform-
ing actions such as turning lights or air conditioning on or off

[46].

3.2.2. Content Prefetching Strategy
Fig. 7 shows the complete architecture of the proposed ICN-

enabled 5G system, including mobile users, MEC server, ICN
routers, core network, and cloud. The left side of Fig. 7 shows
the D2D communication setup as discussed above. When mo-
bile devices send requests to the MEC server, it checks for con-
tent availability. If the content is found, it is sent back to the
mobile user. However, as discussed previously, requests for dy-
namic content must go to the cloud via the core network. There-
fore, we propose content prefetching strategy to limit the access

to the core network. To rank the content’s popularity and si-
multaneously download that content from servers, we proposed
a content prefetching strategy at the BS and at the RCR node.

Prefetching Strategy at the BS. First, to acquire the most popu-
lar content, we enabled our proposed content prefetching strat-
egy at the BS. We kept track of the number of requests from
mobile users to the BS through a table on edge node that mea-
sures the frequency of such requests. We also maintained a
threshold based on content popularity at each BS. For instance,
if requests for cricket-related content equal or exceed a certain
threshold value, the content is classified as popular. In the pro-
posed scheme, we assumed a threshold value of 1000 requests
for a specific request at each BS. This threshold value could
be changed according to use case requirements, and optimized
values could be used.

After receiving interest packets from mobile users, the BS
checks the frequency of requests. If mobile users request con-
tent whose frequency exceeds the threshold, the BS sends a re-
quest with the name of the content and Greenwich Mean Time
(GMT). For example, if GMT at the edge node is 13:20:48, the
request to download the latest content is sent to the origin server
after that time. When the content arrives at the BS, the CS of the
BS is checked for space availability. If space is available, the
content is stored for future requests; if not, the least requested
content is removed from the CS.

For instance, during the World Cup, the frequency of requests
for soccer scores from users all over the world is very high.
The edge node would begin to download all the latest relevant
content in advance from the origin server by sending a request
to the server for the latest content, accompanied by timing in-
formation that is then used by the origin server to forward the
required content. Such content would be forwarded to mobile
users and cached along the path, reducing the need to access the
core network and ultimately reducing latency and traffic on the
origin server with a higher cache hit rate in RAN.

However, 5G networks may include multiple BSs. As shown
in Fig. 7, MEC servers are connected to the core network via
ICN content routers, enabling requests from all BSs to pass
through the RCR router, which is connected to the core net-
work. As each BS keeps a record of user requests, request
trends at other BSs may be different. In that case, the RCR node
checks for accumulative popular content and decides which
content to prefetch from the origin server.

Prefetching strategy at RAN content router (RCR). Let us con-
sider three BSs, all of which are sending data to ICN-enabled
routers deployed between the core network and the BSs; these
routers then send data to the core network. For an ICN router
directly connected to the core network, let us suppose that the
frequency of end users differs at the BSs. For instance, at BS-1,
the request frequency is 1000 for Cricket scores, 500 for Soccer,
and 700 for Baseball. If we assume that the BS threshold value
is 1000, requests equal to or greater than that threshold will be
considered as popular content. BS-1 sends the prefetching re-
quest for popular content (in this case, Cricket) to the origin
server with the corresponding GMT time. Suppose now that
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Figure 7: Architectural diagram of ICN-edge-enabled 5G system architecture

requests arriving at BS-2 have a different trend (1000 for Soc-
cer, 800 for Cricket, and 600 for Baseball). BS-2 prefetches the
latest content for Soccer requests and stores it in the CS (sub-
ject to CS resource availability). At BS-3, the trend is again
different (Baseball 1000, Cricket 400, and Soccer 900); BS-3
will prefetch the latest Baseball content from the origin server.
When all such requests pass through the RCR node, content
popularity is checked because RCR is receiving requests from
different BSs. The threshold value for the RCR node may differ
from the BS threshold value because this node may be con-
nected to multiple BS servers with different trends at each.

Fig. 7 shows an example where multiple MEC servers are
deployed, all of which receive requests from mobile users. The
MEC servers then forward these requests to ICN-enabled con-
tent routers deployed between the core network and the BSs.
As the traffic from all MEC servers passes through the RCR
node, the volume of traffic at RCR will be higher than at the
BSs. The RCR node checks the popularity of requests from

all BSs and prefetches the latest popular content in its CS. The
Least Recently Used (LRU) replacement policy was employed
in our example, but other replacement policies such as Least
Frequently Used (LFU) can also be employed. Based on the
scores in the above example, the RCR node receives a total of
2200 requests for Cricket, 2300 for Baseball, and 2400 for Soc-
cer. Assuming a threshold value of 2000 at RCR, the most fre-
quent requests (in our case Soccer) would be prefetched from
the origin server. This means that access to the core network is
minimized, and content is prefetched at the RCR and BSs.

4. Performance Evaluation

Evaluation of ICN-based edge computing related proposals
is an unwieldy task since there is no dedicated open source
testbed/simulator available. To evaluate our proposed ICN
edge-enabled 5G architecture, we develop our own evaluation
system. In this section, we first introduce the experimental
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setup. After that ICN application layer implementation details
for the testbed is presented.

4.1. Experimental Setup

For the evaluation of our architecture, we make amendments
to the ICN-based edge computing testbed that we have devel-
oped [47]. The implementation details of the edge application is
given in the next subsection. Fig. 8 shows our testbed model for
the evaluation of our proposed architecture which comprises of
ndnSIM simulator [20] [48], an Edge nodes, and a Cloud ma-
chine (Microsoft Azure). Hence, the real devices in our eval-
uations are Microsoft Azure Cloud machine and Edge PC. For
D2D communication, we generate requests from ndnSIM to the
Edge node (e.g., BS). ndnSIM is running on a Linux virtual
machine having 8 GB RAM and 4 cores of CPU. For the de-
termination of the performance of in-network caching in ICN,
we adopted the Mandelbrot-Zipf (MZipf) [49] distribution in
ndnSIM to represent content popularity with the settings: p =

5.0, and α= 0.7-1.2. These are common values used in literature
where actual traces observed from Internet Service Providers
(ISPs) and CDNs [50], [51]. We vary the catalogue size from
1000 to 5000 data objects and we use a certain threshold for
content popularity at BS and RCR node to highlight the bene-
fits of our scheme. The total simulation time is 120 seconds.

For the BS, we developed our own EC application. We em-
ployed various popular .NET framework technologies such as
.NET framework class libraries, SQL Database for content stor-
age, JSON for the FIB entries, Memory Cache for short time

storage of PIT entries, Entity Framework 6 for the communi-
cation between our ICN-based EC application to Database, and
LINQ-to-JSON for the communication between our application
and the FIB JSON file. For API deployment, we are using the
Microsoft Internet Information Services (IIS) which host web-
sites, web applications, and services needed by users or devel-
opers. The ICN EC application is hosted one hop away from
ndnSIM on a system equipped with 16 GBs of memory and an
i7-4710HQ CPU @2.40GHz.

As shown in Fig. 8, the mobile devices use ndnSIM for gen-
erating requests for content. We deployed a total number of
28 nodes (mobile devices as shown in Fig. 8).The local ICN
mobile devices are connected with the BS device located one
hop away through a web API. As we consider the use case
of ESPN live scoring, requests carry the name of the content
and the IP address of the BS. For instance, a request name
would be in the form 192.168.72.1/api/ESPN/Soccer/live-
score/KoreaVsGermany/Current-Score. The first part of the
name represents the IP address where the edge node (BS) is
located. The second part of the name represents the content
itself. Once the request arrives at the BS, the BS will check
whether it has the content cached locally. If not, the BS for-
wards the interest packet to ICN-enabled forwarding devices
deployed between the BS and the core network. As we do
not have real ICN-enabled forwarding devices, we also used
ndnSIM to simulate such devices. The content is checked in
ICN-enabled forwarding devices. If found, it sends back to the
requested user via BS. Otherwise it is forwarded to the cloud via
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passing through core network. It is to be noted that ndnSIM is
running at two different virtual machines (e.g., one at local level
for D2D and the other is between the BS and core network).

4.2. Application layer ICN implementation for BS
The proposed architecture consists of an application layer

ICN implementation with multiple sub layers such as API layer,
CS Implementation layer, PIT Entries layers, Forwarder layer
and Data Access layer as illustrated in Fig. 9. The implementa-
tion details of all sublayers are discussed in detail as follows.
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SQL

Request Handling Module Core NDN Implementation Module

Updating PIT EntryAdding PIT Entry

PITEntries Layer
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Adding New Content (Using DAL)
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Figure 9: Application layer ICN implementation for base station

4.2.1. API layer
We provide an API layer at the BS device that has two core

responsibilities: 1) handling requests from mobile users; and 2)
implementing the fundamental ICN/NDN data structures. All
the requests from mobile users (e.g., from ndnSIM) comes in
the form of an API and hit the RequestHandler Controller of
Web API (Microsoft ASP.NET Web API 2.0). These requests
are initially transformed into the ICN Interest format inside Re-
questProcessing Action and then forwarded to the ICNImple-
mention class. ICNImplementation is a separate class inside
an API layer which implements the fundamental algorithms of
ICN. The ICNImplementation class processes the Interest based
on the mechanisms of ICN and returns the Data to the Re-
questHandler/RequestProcessing Action, which then returns the
result to the mobile user. ICNImplemention class employs var-
ious .NET class libraries (layers) in order to provide the func-
tionalities of ICN. More details about these class libraries are
presented in following subsections.

4.2.2. CS implementation layer
CS Implementation layer is responsible to provide all neces-

sary C# methods such as checking CS data, listing the names of
all contents that are available in CS (SQL database), adding new
content in CS, deleting the content from CS. All of these meth-
ods are written in CSImplementation class which call the Data
Access Layer (DAL) in order to communicate with SQL-based
storage. The DAL is explained further in the next subsections.

4.2.3. PIT entries layer
The PIT Entries layer is responsible for providing all neces-

sary features such adding a new PIT entry in the table, setting
an event-based timer, associating the timer with the PIT entry,
removing the PIT entry after timer expiry, removing the PIT en-
try after receiving Data packet, and searching through all PIT
entries. We used Cache for the storage of PIT entries in the form
of a C# list. Caching enables to store data in memory for rapid
access to improve performance and scalability. One can cache
information by using classes in the System.Runtime.Caching
namespace. The caching classes in this namespace provide the
following features:

• Abstract types that provide the foundation for creating cus-
tom cache implementations.

• A concrete in-memory object cache implementation.

The abstract base caching class (ObjectCache) defines the fol-
lowing caching tasks:

• Creating and managing cache entries.

• Specifying expiration and eviction information.

• Triggering events that are raised in response to changes in
cache entries.

4.2.4. Forwarder layer
The responsibility of the forwarder layer is to provide the

information of the next forwarding node for a specific name.
This layer implements the Forwarder class which has various
C# methods such as adding a new Forwarder entry in the JSON
collection, finding a Forwarder entry by Interest name, remov-
ing an entry, and updating an existing entry. For the storage of
Forwarder entries, we employed a JSON file as a storage sys-
tem and LINQ-to-JSON C# library for the communication of
our application with the JSON file storage. The rationale of us-
ing JSON is: 1) it is a lightweight data interchange format; 2) it
is human-readable; and 3) and it can be used for cross-platform
applications. Moreover, it is also convenient to port and embed
the JSON file from one EC application to another, if the routes
information is the same or in the case of failures.

4.2.5. Data access layer
DAL is the layer where data management occurs thought the

use of a database such as SQL, MySQL, Oracle MongoDB, and
JSON files. In our implementation, we used an SQL database
as CS and a JSON file for storing Forwarder information. The
software modules in DAL are triggered based on either when

11



communication is needed with the SQL database or with the
JSON file. Both of these calls triggered from their respective
layer (e.g., CSImplemention or Forwarder). To communicate
with the SQL database, we are using Microsoft Entity (an un-
derlying communication framework between a database and an
application). The Entity framework automates all the database
related activities for our application. Automated database com-
mands are generated for reading or writing data in the database.
The Entity Framework provides relevant libraries and executes
relevant queries in the database to create results for our appli-
cation. For JSON file communications, we employed LINQ-
to-JSON library; an API for working with JSON objects and
designed with LINQ in order to enable quick querying and cre-
ation of JSON objects. Furthermore, we employed repository
pattern in order to make separate Data Access classes for SQL
database and JSON file. Fig. 9 illustrates the application layer
ICN implementation for BS.

4.3. Evaluation Metrics

We evaluate our work with the most relevant work on ICN-
capable EC over 5G named ECCN [14] as well as with the ex-
isting IP-based RAN caching of a conventional MEC system
(cache contents at BSs). To evaluate our framework, we con-
sider the following metrics:

• Average Cache Hit Ratio (CHR): CHR is a measure of how
many interest packets a cache can satisfy, compared to how
many interests are forwarded in the network.

• Average latency: The average latency is the time con-
sumed by the mobile users, BSs, ICN-enabled forwarding
devices, and the core network to fulfill Interest-Data ex-
changes.

4.4. Results and Analysis

4.4.1. Impact of Cache Hit Ratio without Prefetching
In this round of experiments, we investigate the impact of

CHR in our ICN-edge enabled 5G architecture without the pro-
posed prefetching mechanism. Fig. 10 shows the impact of
CHR on the catalogue size at the devices level, at the BS, and
the ICN forwarding nodes in-between the core network and the
BS. The cache size of each Content Router (CR) is fixed at 10
data objects while we vary the catalogue size from 1000 to 5000
data objects. A total of 12000 interest packets are generated.
Our results show that for catalogue size of 3000, 4.15% of the
requests are satisfied at the D2D level, while the remaining re-
quests are forwarded to edge devices (e.g., BS). When requests
arrive at the edge devices, 25.48 % of these requests (2930 re-
quests) are satisfied at the edge devices, and 8571 number of
requests are sent to the ICN forwarding nodes. These nodes
satisfied 15.24% of the received requests (1307 requests), while
7265 requests are sent to the provider (e.g., Cloud). Our results
demonstrated that enabling ICN in EC systems may result in
significant reduction of core network traffic and lower latency
due to limiting the access of the core network.
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Figure 10: Cache hit ratio as a function of catalogue size (without prefetching)
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Figure 11: Cache hit ratio as a function of skew parameter (without prefetching)

Fig. 11 shows the impact of CHR with content popularity on
our architecture. We consider 9 different values of the skew pa-
rameter (α= 0.70, 0.75, 0.80, 0.85, 0.90, 0.95, 1.0, 1.05, 1.10).
The closer the skew parameter will be to 0, the more ineffec-
tive in-network caching will be for the same catalogue size. To
illustrate the behavior of skew parameters with respect to the
CHR, we chose one value (popular value: α= 1.0) of the skew
parameter and described how many requests could be satisfied.
A total of 12000 interest packets are generated. We investigate
the request satisfaction rate at different levels of our architec-
ture. Our results indicate that for α= 1.0, the D2D handles 13%
of the requests, the BS handles of the 35% requests, the ICN
forwarding nodes handle 11% of the requests, and 41% of the
requests are sent to the cloud via the core network. We also
observed that the CHR is inversely proportional to the latency;
as more requests can be satisfied from in-network caches, the
latency to fetch the requested content is reduced.
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4.4.2. Impact of Cache Hit Ratio and Latency with Prefetching
In this round of experiments, we investigated the CHR and

latency when we enable the proposed prefetching mechanism.
We also evaluated and compared our proposed architecture with
recent work on Edge-Centric Computing and Content-Centric
Networking in the 5G RAN named ECCN [14] and with the
existing IP-based RAN caching of conventional MEC systems
denoted as “MEC” for comparison purposes. We evaluated the
CHR performance as we vary the catalogue size from 1000 to
5000 data objects. We used the prefetching mechanism at BSs
and at the RCR node between the core network and the BS. Fig.
12 illustrates the prefetching impact on our architecture. Our
results indicate that for a catalogue size of 3000 objects and for
12000 generated requests, the D2D handles 7% of the requests,
BS handles 30% of the requests, the ICN forwarding devices
handles 16% of the requests, while 47% of the requests are sent
to the cloud via the core network. To this end, our prefetching
mechanism results in 8.3% less traffic being forwarded to the
core network compared to cases that content prefetching is not
enabled.
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Figure 12: Cache hit ratio as a function of catalogue size (with prefetching)

We also measured the CHR performance with content pop-
ularity using our prefetching scheme. Fig. 13 shows CHR as
a function of the varying skew parameter (α= 0.70, 0.75, 0.80,
0.85, 0.90, 0.95, 1.0, 1.05, 1.10). In Fig. 10, we confirmed
that when prefetching is not enabled 55.13% requests are sent
to the cloud via the core network. However, when we apply
our proposed prefetching mechanism, we observe a different
trend at various locations of our architecture. For instance,
when 12000 interests are generated using skew parameter (α=
1.10), the D2D handles 15% of the requests, BS handles 40%
of the requests, the ICN forwarding devices handles 16% of the
requests, and 29% of the requests are sent to the cloud. That be-
ing said, 71% of the traffic is handled in the 5G RAN and only
29% of the traffic is sent to the cloud. This shows that with
prefetching, 26.13% less traffic is forwarded through the core
network, limiting the access to the core network and ultimately
reducing the content retrieval latency.
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Figure 13: Cache hit ratio as a function of skew parameter (with prefetching)

To study the effect of prefetching on latency, we investigated
the content retrieval latency with and without prefetching. Fig.
14 depicts the average latency as a function of skew parame-
ter. Our results show that when prefetching is not enabled, the
latency is higher in comparison with cases where prefetching
is enabled. The proposed prefetching scheme brings the con-
tent closer to users in the RAN and limits the access to the core
network, reducing the overall latency. For (α= 1.10) without
prefetching, the overall latency in the network is 61ms. How-
ever, when the proposed prefetching scheme is enabled, the la-
tency reduces to 39ms. The main reason is that prefetching
downloads the content in advance form the server and brings in
the 5G RAN. As a result, the access to the core network is lim-
ited resulting in considerable latency reduction in the network.
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Figure 14: Average latency as a function of skew parameter (with and without
prefetching)

Fig. 15 shows CHR as a function of the catalogue size. The
cache size is fixed at 10 data objects while we vary the cata-
logue size from 1000 to 5000 data objects. In this case, we
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Figure 15: Cache hit ratio as a function of catalogue size

use a fixed value for the skew parameter (α= 1.10) that demon-
strates reasonable content popularity. Our results show that our
proposed method performs better than the conventional MEC
and ECC. Since we enable D2D communication in architec-
ture, before sending requests to the BS, devices try to retrieve
the content from nearby devices. About 10%–12% of cache
hits occur due to the local D2D communication, while content
prefetching also contributes to bringing the content closer to
mobile users in the RAN. Our results show that for a catalogue
size of 2000 objects, the CHR of our method in RAN is 54%,
while it is 47% for ECCN and 33% for MEC. In other words,
46% of the traffic is sent to the cloud in our proposed architec-
ture, while 53% of the traffic is sent to cloud in ECCN and 67%
in MEC. This is due to the fact that in ECCN, ICN forwarding
devices are used between the core network and the BS, there-
fore, the content may be cached on the forwarding path to the
core network; however, in the case of MEC, if the content is not
found at the edge server, the BS sends the request(s) directly to
the cloud via the core network.

We also investigated the correlation between cache hits and
latency. The results of Fig. 16 demonstrate that network la-
tency is inversely related to CHR. The higher the cache hit is,
the lower latency will be. Our results also show that for a cat-
alogue size of 2000, the average latency of our proposed archi-
tecture is 75ms, while the latency of ECCN is 86ms and the
latency of MEC is 102ms. The reason is that in our proposed
architecture most of the content is cached at local ICN (D2D
communication), BSs and ICN forwarding devices. Moreover,
the proposed content prefetching mechanism brings more con-
tent in the RAN, limiting the access to the core network, there-
fore, reducing the overall latency. On the other hand, in ECC
the ICN forwarding devices cache the content after the BSs,
while, in MEC, only the BSs cache the content and most of the
requests when not fulfilled from the BSs are sent to the cloud
via the core network.
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Figure 16: Average latency as a function of catalogue size

5. Challenges and Future Research Directions

Enabling ICN with EC for 5G networks is not an easy task
and this area needs further heed. There are several open is-
sues and challenges for future research yet to be explored. En-
abling ICN for 5G may result in various open research chal-
lenges especially in D2D, Edge, RAN, core network, backhaul-
ing, caching, and resource management. To this end, we dis-
cuss the open issues, challenges, and future directions for re-
searchers below.

5.1. Pricing
In conventional cellular systems, the operator charges users

based on their usage. In such systems, the operator directly con-
trols the devices and get charges for such control. However, in
direct D2D communication, there will be no direct involvement
of the operator. Therefore, the operator should answer the ques-
tion of what to charge for in D2D communication. In our ar-
chitecture, we enabled direct D2D communication without the
control of the operator. Therefore, it is of upmost importance
to design a business model and a policy on how the operator
will charge the devices in such a D2D environment. The deci-
sion of pricing models for users in D2D communication needs
an extensive analysis of usage cases and new business models.
Moreover, it should be noted that the pricing model should be
based on the resource utilization of users relaying devices. In
other words, in D2D communication, the devices will act as
relays for other users, having their battery, storage, bandwidth
and other resources utilized due to performing such relaying
functions for other users.

5.2. Security
As the data of users will be relayed via other devices in D2D

communication, data security and privacy are critical factors. In
our work, we assumed that the devices are trusted. However, in
realistic scenarios, it is impractical to assume trusted devices. It
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is also possible that a small-sized network such as a university
or a local federated environment can make a list of devices in
order to authenticate these devices. Such devices can protect the
confidentiality of the shared data through encryption. However,
for a complete system deployment, one should explore the pos-
sible solutions for security issues in D2D communication [52],
[53] both in software and in hardware [54].

5.3. Interest broadcast storm and producer mobility

In ICN, multiple Interests may request successive content.
Therefore, the interest transmission rate and traffic flow should
be controlled according to the network resources [55], [56].
Moreover, the devices in D2D communication aim to fetch the
content from nearby devices. Although ICN provides built-
in support for consumer mobility, producer mobility will also
be frequent in our environment. To this end, mechanisms to
make the producer reachable while moving need to be further
explored [57], [58], [59]. If the data cannot be fetched from
the producer, consumers will need to explore Interest retrans-
mission mechanisms hoping that they will eventually reach the
producer. Alternatively, producers could store the data they pro-
duced at data repositories at the edge of the network, so that
consumer can retrieve it from there even when producers are
not reachable [60], [61].

5.4. Content and Context Namespace Design

Enabling ICN in a 5G architecture creates naming issues with
content and context in terms of how to design naming schemes
that can embed several contextual characteristics of content.
One solution might be to use naming conventions or to move
descriptive information that is explicitly linked in a manifest to
metadata objects. At the same time, ICN naming should be flex-
ible enough to accommodate various types of content, which
can be retrieved under different conditions (e.g., data transfers
at various locations between end user mobile devices, edge de-
vices, backhaul and core network). Further research investiga-
tion is needed for the design of such naming schemes for ICN-
capable edge computing.

5.5. Name based network and protocol design

ICN inherently supports multicast communication, an impor-
tant feature that is actively used by modern content sharing ap-
plications such as YouTube and Netflix. In recent years, it has
also become a fundamental requirement for AR applications.
However, existing applications try to use the IP-based net-
work architecture for multicasting, while its application scope
is rather limited, since it can be only enabled by large service
providers. To make matters worse, service providers do not
have direct business interest in supporting multicast therefore,
they often do not put effort in addressing security and scala-
bility issues. Fundamentally though, the IP-based architecture
itself was not created with the consideration of enabling mul-
ticast communication. All these issues signify the importance
of designing scalable and secure ICN-based solutions for mul-
ticast communication to address the communication needs of
modern content sharing applications.

5.6. Optimization of network functions at the edge

In edge computing, computation is largely or totally per-
formed on distributed edge computing servers as opposed to
primarily taking place in a centralized cloud environment.
However, the conditions are highly dynamic at the network
edge, therefore, we need to investigate orchestration mecha-
nisms for seamless resource allocation with minimal changes
in the overall system [62]. To cope with such situations, it is
important to develop features to test the optimization and ser-
vice performance of the entire system.

5.7. Distribution of computation, communication, control and
storage

An ICN-based EC architecture should allow computing, stor-
age, and networking tasks to be dynamically relocated among
the Edge, the core network, and the mobile devices. In this
case, the fundamental challenges have to do with determining
which tasks should be distributed for execution to the edge de-
vices/base stations, the core network, and the cloud, as well as
how edge devices, edge, and cloud are supposed to interact with
each other.

Another issue might be the fact that edge devices may re-
quest a mix of both light-weight and non-trivial computation.
As a result, light-weight parts of computational tasks can be
executed locally on the devices, while compute-intensive parts
need to be offloaded to edge and cloud servers. A typical ex-
ample may be the case of mobile AR, where multiple mobile
AR devices simultaneously start sensing the environment, pro-
ducing raw videos, and capturing user gestures via their cam-
eras and sensors. After local processing, some of the data will
be offloaded to other edge devices with execution instructions.
Compute-intensive parts of tasks might take a longer time for
computation than light-weight ones [63]. Therefore, the design
of robust mechanisms to merge compute-intensive with light-
weight parts of tasks need to be investigated.

5.8. Efficient resource and service discovery methods

5G will support the requirements of applications, such as mo-
bile AR, for ultra-low latency. To provide real-time feedback
as needed by mobile AR applications, it is necessary to pro-
vide the required computing resources and services efficiently
and seamlessly [64].In cases of resource (e.g., CPU and RAM
capacity) and service availability discovery, a mobile device
should have knowledge of which edge node/BS has the ade-
quate available resources and can accommodate its request for
a service. As a result, we avoid unnecessary delays due to for-
warding a service request towards multiple different edge nodes
until we are able to find one that can provide the necessary com-
puting resources. To fulfill this demand, it is important to de-
sign an efficient resource/service discovery mechanism using
ICN for edge computing [8] as well as exploring computation
reuse mechanisms [65].
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5.9. Physical and MAC layer amendments and concerns

Latency is a fundamental unit of 5G networks, which can be
further enhanced by modifications of the physical and MAC
layers. Further investigation is needed to explore promising
technologies at the physical layer, such as Millimeter wave,
which bring massive new spectrum for communications in
the 3-300GHz band. Protocol enhancements at the link layer
should also be explored to enable efficient error and loss detec-
tion as well as rate adaptation [66]. Moreover, in the absence
of a centralized controller in D2D communication, the devices
connection setup, interference management, and resource allo-
cation will be challenging. In this regard, distributed mecha-
nisms are needed to establish D2D communication. This area
needs to be further explored to understand the impact of D2D
communication on cellular systems.

5.10. Content Caching Issues

Recently, edge caching received significant attraction from
both academia and industry [67]. Edge caching plays a vital
role in latency reduction as well as spectral and energy effi-
ciency improvements. However, it is not a silver bullet and
still several research problems are open and need further heed.
Specifically, researchers should explore how the latency would
be impacted by increasing/decreasing the size of the caches,
efficient cache replacement policies, and wireless channel pa-
rameters. Overall, researchers are encouraged to study various
trade-offs such as capacity versus latency and other parameters
while designing efficient cache mechanisms.

Additionally, it is worth mentioning that the popularity graph
of content may change over time particularly for the case of
dynamic content and use of constant threshold value may de-
crease the performance of the caching systems. There are mul-
tiple ways to optimize the threshold value; either by running
extensive simulation experiments, or by analyzing the traffic on
the production system. Moreover, various statistical modeling
techniques and machine learning algorithms can be employed
for the prediction of dynamic network traffic, analyze the in-
coming traffic on edges and make the threshold value adaptive
over time.

5.11. Hybrid Artificial Intelligence-Based Edge Architectures

In addition to all previous topics, an interesting research
direction would be to explore the intersection of Software-
Defined Networking (SDN) and Artificial Intelligence (AI)
with ICN-based edge computing architectures [68]. For ex-
ample, new SDN protocols for data forwarding in ICN-based
EC for 5G could be designed. SDN provides an opportunity
because of its programmable and practical nature, since most
SDN protocols, such as OpenFlow, are compatible with vari-
ous networks and devices [69]. Moreover, Edge AI is an im-
portant factor for assessing the required computing resources,
memory bandwidth, and caching capacity, which are all nec-
essary for supporting 5G services. In this regard, researchers
should investigate efficient resource scheduling and coordina-
tion schemes and models.

6. Conclusion

In the upcoming 5G networks, the latency of content distri-
bution will be a critical issue and will introduce challenges for
the existing network architecture. ICN and EC are considered
as promising technologies to reduce network latency by bring-
ing the content closer to the end users. To achieve that, in this
paper, we proposed an ICN edge computing architecture for
5G, enabling D2D communication and offering ICN applica-
tion layer support for BSs in a 5G RAN. Moreover, we pro-
posed a prefetching strategy for dynamic content based on ICN
hierarchical naming and content popularity. Our experiments
demonstrate that if we enable ICN with EC at various locations
in a 5G RAN, the access to the core network and the content
access latency are minimized. Finally, we presented challenges
and issues associated with ICN and EC for 5G as well as we
presented future research directions.
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